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ABSTRACT 

Video resemblance checking is the most time-consuming and cost-effective procedure. 

Effective and quick manipulations of huge video files are becoming increasingly desirable as 

the demand for visual information of rich material grows. Several experiments on content-

based video retrieval have been conducted. Despite its importance, video subsequence 

identification, which entails finding information in a long video sequence similar to a short 

query clip, has received little attention. This paper proposes a graph transformation and 

matching solution for this problem in order to detect potential changes in ordering. A bipartite 

graph is employed to express the mapping relationship between the query and database video, 

which is then used to locate related frames using a unique batch query approach. The closely 

matching chunks of the long sequence are then recovered using a filter-and-refine search 

approach, and certain irrelevant subsequences are pruned. During the filtering stage, Maximum 

Size Matching decreases the number of candidates by producing subgraphs from the query and 

candidate subsequences. Sub-Maximum Similarity Matching is used during the refinement 

phase to select the subsequence with the highest aggregate score among all candidates, using a 

comprehensive video similarity model that takes into account visual content, temporal order, 

and frame alignment information. 

I. INTRODUCTION 

All existing multidimensional sequence similarity measures, such as normalised pair wise 

distance (Mean distance), Dynamic Time Warping, Longest Common Subsequence (LCSS), 

or Edit distance and its weighted extension Edit distance with Real Penalty (ERP), are 

insufficient in some aspects for the specific problem of measuring video similarity when 

dealing with temporal order, frame alignment, gap, and noise together. Our technique has the 

benefit of not only capturing visual content using average distance between frame pairs, but 

also taking temporal order and frame alignment into account. 
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Because it can account for the cross mapping relationship in the presence of 1, it differs from 

the widely used Edit distance due to its tolerance to element permutation. Free-to-air 

broadcasting content can be saved and used for research purposes under Australian copyright 

laws. 

When compared to other approaches, our approach offers the following advantages: 

1. Unlike the fast sequential search method that uses temporal pruning to speed up the search 

process and assumes that the query and target subsequences are strictly of the same ordering 

and length, our technique uses spatial pruning to avoid comparing all of the feature vectors 

in the database. 

2. Unlike the suggestions based on shot boundary detection, our technique does not need the 

pre-segmentation of video. Shot resolution, which might be a few seconds long, is 

frequently too coarse to reliably pinpoint a subsequence border. Meanwhile, our frame 

subsampling-based technique is capable of detecting video information with uncertain shot 

boundaries (such as dynamic commercial, TV programme lead-in and lead-out 

subsequences). 

II. RELATED WORKS 

It is feasible to efficiently and correctly discover coderivatives by utilising dynamic 

programming to detect regions of similarity in video signatures, even if these regions only 

make up a small portion of the clip being searched. Based on how the video evolves over time, 

we present four novel ways for creating tiny video signatures. Such features, it is assumed, will 

be kept even if the video is severely damaged. We show that substantial changes in video bitrate 

and resolution, two characteristics that are frequently changed while reencoding, have no effect 

on these fingerprints. 

We present a video signature that is resistant to changing compression formats, compression 

ratios, frame sizes, and frame rates and is based on an ordinal measure of resampled video 

frames. We devised a coarse-to-fine signature comparison scheme for successful localisation 

of a short query video clip in a long target video using the proposed video signature. In the 

coarse searching step, positions are generally matched based on sequence shape similarity, 

whereas in the fine searching step, dynamic programming is used to manage similarity 

matching in the event of missing frames, and temporal editing methods are used on the target 

movie. 

To detect duplicates of a video clip, this research provides a unique sequence matching 

approach. If a video copy detection system is to be effective, it must be resistant to the 

numerous digitising and encoding procedures that result in a variety of distortions, such as 

changes in brightness, colour, frame format, and various blocky artefacts. Most of the video 

copy detection methods published thus far are primarily concerned with signal distortions 
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caused by various encoding settings; however, these algorithms do not perform well when 

converting across display formats. The authors presented a copy-detection system that is 

resistant to the distortions indicated above. 

III. PROPOSED SYSTEM 

Given a query in the form of “ABCD,” our method can correctly rank a video “ACBD” higher 

than “AADD,” while Edit distance scores them equally with respect to the query. Therefore, 

our method can better resemble the “similar” notion of human perception. Good performance 

has also been demonstrated in the experiments. Further search videos with changes from query 

due to content editing, a number of algorithms have been proposed to evaluate video similarity. 

 

Figure 1: Construction of bipartite graph 

It differs from the widely used Edit distance in that it can account for the cross mapping 

connection in the presence of content reordering due to its tolerance to element permutation.

 

Figure 2: Flow of proposed work 

Given a query in the form of “ABCD,” our method can correctly rank a video “ACBD” higher 

than “AADD,” while Edit distance scores them equally with respect to the query. Therefore, 

our method can better resemble the “similar” notion of human perception. Good performance 
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has also been demonstrated in the experiments. Further search videos with changes from query 

due to content editing, a number of algorithms have been proposed to evaluate video similarity. 

IV. RESULT AND DISCUSSION 

Table 1 shows the memory consumption of various methods. 

Table 1: Memory consumption vs query 

Type of Query Memory consumption 

Tumbling window Sliding window Tripled window 

Select query 37 22 12 

Aggregation query 42 28 17 

Query with joins 65 55 45 

 

 

Figure 3: Comparison of memory consumption for types of query 

Figure 3 shows the comparison of memory consumption for types of query like select query, 

aggregation query and query with joins. 

V. CONCLUSION 

Our video similarity model which elegantly achieves a balance between the approaches of 

neglecting temporal order and strictly adhering to temporal order is particularly suitable for 

dealing with this case, thus can support accurate identification. For the future work, we plan to 

further investigate the effect of representing videos by other features, such as ordinal signature. 

Moreover, the weight of each factor for measuring video similarity might be adjusted by user 

feedback to embody the degree of similarity more completely and systematically.  
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